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Abstract

We introduce a new approach to structure and motion re-
covery directly from one or more large planes in the scene.
When such a plane exists, we demonstrate how to automat-
ically detect and track it robustly and consistently over a
long video sequence, and how to efficiently self-calibrate
the camera using the homographies induced by this plane.
We build a complete structure from motion system which
does not use any additional off-the-plane information about
the scene, and show its advantage over conventional sys-
tems in handling two important issues which often occur
in real world videos, namely, the plane degeneracy and the
dynamic foreground problems. Experimental results on a
variety of real video sequences verify the effectiveness and
efficiency of our system.

1. Introduction
Structure from motion (SFM) has long been an active re-

search topic in computer vision. Recently, thanks to the in-
creasing demands of industrial applications such as virtual
reality, navigation, robotics and film production, significant
progresses in the SFM techniques have been made in terms
of its scalability and reliability [15, 18]. In order to recover
the 3D scene and camera motion from a video sequence,
conventional SFM systems often rely on detecting, match-
ing and tracking a number of feature points (e.g., corners
or SIFT features) over frames [14]. One great advantage of
working with point features is that the system can be some-
what oblivious to the scene: the scene could be of any shape
or texture as long as the scene structure is general and mo-
tion is a single rigid body.

In practice, however, the scenes often exhibit strong
structural regularities (or degeneracies), which are largely
ignored by existing general-purpose SFM systems. Among
all types of regularities, the presence of a planar surface
(e.g. the ground or a building facade) is arguably the most
common one in commercial or consumer videos, see Figure
1 for an example. Intuitively, the presence of such regular-
ities provides opportunities for constraining and simplify-
ing the reconstruction task. Therefore, if an SFM system

can take the advantage of such information, it is natural to
expect it to achieve more efficient, robust, and accurate re-
construction. Rather surprisingly, such regularities actually
pose significant challenges for conventional SFM systems
and could even greatly complicate the reconstruction pro-
cess. For example, the presence of a dominant plane in
the scene, which is very common in man-made environ-
ments and aerial videos, violates the general structure as-
sumption of traditional methods, leading to ambiguous and
even meaningless solutions.

In this paper, our goal is to develop a reliable SFM sys-
tem that can explicitly take advantage of the presence of a
(relatively dominant) plane in the scene. To this end, the
first task obviously is to automatically detect such a plane
in the scene from a given image sequence. This turns out
to be not so trivial at all. For instance, one may attempt
to detect planes between adjacent image pairs and combine
the detection result across multiple pairs. However, since
the camera motion between two adjacent frames is usually
small, the detection result is very sensitive to noise. Fur-
ther, the planes detected in different pairs of images may
not be consistent with each other. Another practical diffi-
culty is the presence of dynamic foreground in the scene.
In fact, large majority of commercial or consumer videos
consist of one or more moving objects, violating the single
rigid body requirement, see Figures 2 and 3 for examples.
Those objects, if not properly handled, could lead to huge
detection and reconstruction errors in the final results. In
this paper, we assume that for most cases of interests, a rel-
atively dominant plane, if existing in the scene, belongs to
a static background, and the foreground consists of out-of-
plane structures and possibly other independently moving
objects. Our goal is hence to robustly detect the plane and
accurately recover the static part of the scene, despite severe
corruption by dynamic outliers.

1.1. Related Work
It has been known in the literature that prior knowledge

about the scene planes can greatly facilitate the 3D recon-
struction problem. For instance, [1] uses user-provided ge-
ometry about a piecewise planar scene to constrain the es-
timation of structure and motion parameters. [13] shows



(a) (b) (c) (d)
Figure 1. “Google Street View” example. Top row: Eight snapshots of the input video from Google Street View taken by a smoothly
moving camera mounted on the car. (a) and (b): Frontal and top view of the reconstruction results of our plane-based SFM algorithm. (c)
and (d): Incorrect reconstruction result from one of the state-of-the-art systems [21].

that the relationship between uncalibrated cameras and 3D
scene points is linear with a known reference plane, and can
be solved simultaneously via a linear algorithm. However,
these methods require users to provide necessary informa-
tion about the planes.

The problem of plane degeneracy in multi-view struc-
ture from motion has also been previously addressed. Sev-
eral papers have tried to detect the degenerated frames and
exclude them from the initial projective reconstruction by
either fitting an average planar homography [14] between
two frames or using some other statistic measures [19, 16].
Alternatively, [3] proposes a RANSAC-based algorithm for
robust estimation of the epipolar geometry. These meth-
ods often substantially complicate the SFM system, and are
not always reliable in practice, as noticed by [21]. Also,
these methods assume the existence of enough out-of-plane
structure, at least in certain part of the video, which may be
unrealistic for many practical scenarios.

A popular method for detecting planar structure between
two frames is to use RANSAC [5]. In this paper, we show
how to extend this method to produce consistent plane mod-
els over long video sequences. Recently, [17] proposes
a model selection method for multiple-frame plane detec-
tion using the Minimal Description Length (MDL) princi-
ple. While it focuses on discovering multiple plane models
simultaneously, its robustness to gross outliers is unknown.

Finally, with the seminal work by Triggs [20], various
approaches for camera self-calibration from a planar scene
have been developed over the past decade. However, many
of these methods requires additional assumptions on the
data (e.g., fronto-parallelism of the key image) or user in-
put to initialize the local optimization algorithm [11, 8, 12].
Assuming that only the constant focal length is unknown, a
global solution is derived in [2]. But this method does not
scale beyond a small number of views, hence not suitable
for our purpose.

1.2. Contributions of this Paper

In this paper, we propose a novel and complete au-
tomatic SFM system specifically designed to exploit the
useful properties of scene planes, meanwhile avoiding the
aforementioned difficulties of conventional methods. We
show how to automatically and robustly detect a scene plane
(if present) and obtain accurate information about the cam-
eras and structures directly from the plane, without using
any additional off-the-plane information about the scene.
Our method can handle multiple planes in the scene in a
unified manner, and there is no need for images in the se-
quence to share a common plane (see the “Wall” and “Office
Desk” sequences in Figure 5). As a result, our system pro-
duces clean, simple and visually plausible models for vari-
ous challenging commercial or consumer videos on which
conventional SFM systems often fail.

Figure 1 shows an example of successful reconstruction
of a challenging sequence captured by Google Street View1

using our method. Such sequences are of great importance
to the computer vision community nowadays due to the in-
creasing interest in building large-scale 3D models for ur-
ban area from the industry. However, conventional SFM
systems often perform very poorly on them because (1)
most of the tracked point trajectories lie on a plane (i.e.,
the building facade) in the scene and (2) there exists a sig-
nificant amount of outliers due to the reflection of window
glasses, moving objects, etc. As one can see in Figure 1,
the reconstruction result by one of the state-of-the-art SFM
systems [21] is obviously wrong.

The success of our system relies on several technical im-
provements over existing methods and systems, with the
following notable advantages:
• We develop a novel method called TRASAC (TRA-

jectory SAmpling Consensus) for robust plane detec-
1www.google.com/streetview



Figure 2. Three consecutive frames of the “Google Street View”
sequence with the detected plane (building facade) using our
method. Green dots correspond to the inlying points on the plane,
red dots correspond to outliers. Note the outliers on the window
glasses due to reflection.

tion and tracking from video sequences. This method
generalizes the classical two-frame RANSAC to esti-
mate consistent plane models across multiple views,
and has a very high breakdown point to gross outliers.
This ensures that our method is much more robust than
conventional SFM methods which utilize epipolar ge-
ometry for outlier rejection or two-frame RANSAC.
• We propose a fully automatic plane-based self-

calibration approach, which is fast, easy to implement
and yet able to reliably handle practical sequences that
have significant varying focal lengths. This makes our
system very robust to initialization of the camera cal-
ibration and significantly enhances its applicability to
commercial or consumer videos.
• Another advantage of our method is that the motion

parameters for all the cameras are initialized globally.
In contrast, most traditional SFM methods such as
[6, 15, 21] employ an incremental method, i.e., they
solve for progressively larger sets of images. Incre-
mental methods are known to be sensitive to the initial-
ization and amenable to local minima. Furthermore,
our method is significantly more efficient than existing
work for obtaining global initialization using a hybrid
discrete-continuous optimization method [4].

Admittedly, our new method cannot yet handle all poten-
tial cases that arise from real applications, especially when
there is a lack of clear planar structures in the scene. Hence,
it should not be regarded as a replacement or competitor to
the existing SFM systems. Rather, it should be considered
complementary, and of great enhancement when properly
integrated, to the general-purpose systems.

2. Overview of the Method
Before introducing our method, we review some nota-

tions and backgrounds of the multi-view geometry [9, 10].
Suppose a rigid scene is viewed by N cameras, we use
Ki ∈ R3×3 to denote the intrinsic matrix of the i-th camera.
Without loss of generality, we choose the world coordinate
frame to be the camera frame of the first camera, and use
Ri ∈ SO(3) and ti ∈ R3 to denote the Euclidean transfor-

mation from the world coordinate frame to the i-th camera
frame.

For a piecewise planar scene with P planes, we as-
sume that a 3D plane πk (1 ≤ k ≤ P ) has coordinates
πk = (nk, dk)T with respect to the world coordinate frame,
where nk is the unit normal vector and dk > 0 denotes the
distance from the plane to the world origin. Therefore, for
any point X ∈ R3 on it we have nT

kX = dk.
Consider the situation in which we observe a set of tra-

jectories T = {Tj}Mj=1 of M feature points. For each Tj ,
let pj and qj (1 ≤ pj < qj ≤ N) denote its starting
and ending frames, respectively. We can therefore write
Tj = {xi

j}
qj

i=pj
, where xi

j ∈ P2 is the homogeneous co-
ordinates of the j-th point as seen by the i-th camera. We
also use T ab = {Tj ∈ T : pj ≤ a, qj ≥ b} to represent the
set of trajectories which span the a-th and b-th frames.

Finally, if a tracked point lies on πk, the coordinates of
the first frame and the i-th frame are related by a planar
homography xi

j = Hix
1
j where Hi can be written as:

Hi ' Ki(Ri + tin
T
k /dk)K−1

1 , (1)

with the symbol ' meaning “equality up to a scale”.
Our approach takes the feature point trajectories ob-

tained by any standard tracking algorithm as input. To mea-
sure the fitness of a plane model to a trajectory Tj , we use
the sum of the squares of the standard Euclidian image dis-
tance in the i-th image, ‖xi

j − Hixj‖2, for all i’s between
pj and qj . Note that here we use xj as the (to be estimated)
true feature point location in the first frame. This is different
from x1

j , the (possibly noisy) 2D measurement of the same
quantity.

Our goal is then to partition all the trajectories into
groups, each corresponding to a plane in the scene, plus a
set of trajectories which are labeled as outliers. We empha-
size that an outlier may either come from non-planar struc-
tures of a static scene (e.g., trees), or dynamic foreground
objects (e.g., moving cars). Define Sk as the set of indices
of the trajectories which belong to the k-th plane, and S0 as
the set of outlying trajectories, we can now formulate our
structure and motion recovery problem as minimizing the
following geometric error function:
PX

k=1

X
j∈Sk

qjX
i=pj

‖xi
j −Ki(Ri +

ti

dk
nT

k )K−1
1 xj‖2 +

X
j∈S0

qjX
i=pj

η2,

(2)
where η is the penalty for labeling a trajectory as an outlier.

In order to minimize this nonlinear function, we use
an alternating method, which iterates between updating the
plane models and assigning each trajectory to current plane
candidates. Like other local methods, a set of good initial
values of the unknowns are crucial for the algorithm to con-
verge to the desired solution. In this paper, we propose to
find such a good initialization using a two-stage approach.
First, we detect and track each plane using a robust algo-
rithm, yielding a set of inter-image homographies induced



Figure 3. Selected frames of the “Beach” sequence with classified
trajectories using TRASAC. Green: inliers. Red: outliers.

by the planes (Section 3). Second, we develop a plane-
based self-calibration method which takes the homography
matrices as the input and outputs the structure and motion
parameters (Section 4). This is followed by the aforemen-
tioned alternating scheme which refines all the parameters
(Section 5). We illustrate the performance of our method in
Section 6 and conclude our discussion in Section 7.

3. Robust Plane Detection and Tracking

In this section, we describe a novel method called
TRASAC, which is a generalization of the RANSAC es-
timator, for detecting and tracking one plane in the video
sequence. To obtain all the planes one can simply apply this
method sequentially by removing the inliers of the current
plane after each iteration.

The novelty of our method is that instead of indepen-
dently sampling point correspondences between every two
frames, it directly samples the feature point trajectories. By
doing so, we assume that if a trajectory is classified as an
inlier within any pair of frames, it remains as an inlier to the
same plane for all the other frames it spans. Compared to
the two-frame RANSAC, the advantage of our new method
is two-folded: First, it directly generates a consistent plane
model over the entire sequence – no linking is needed as
a post-processing step. Second, it enables us to use only
trajectories with known membership to estimate the homo-
graphies induced by the same plane in the rest of the frames.
In this way, we derive an efficient algorithm with very high
tolerance to (possibly dominant) outliers in the scene.

We now discuss our method in full details. Since our
method is based on sampling consensus, it consists of mul-
tiple trials of the same procedure followed by a selection of
the best result from these trials. We first describe the pro-
cedure of one trial, which contains two steps (Step 1 and

Algorithm 1 (TRASAC)
1: Input: A set of M trajectories T over N frames. A distance

threshold ε.
2: repeat for n trials:
3: Select a random pair of frames (Fi−1, Fi) from C.
4: Select a random sample of four trajectories from T (i−1)i

and compute the homography H(i−1)i.
5: Classify each Tj ∈ T (i−1)i into Tin or Tout according to
H(i−1)i.

6: while not all pairs in C are processed
7: Select a new pair of frames (Fk−1, Fk).
8: if |Tin

T
T (k−1)k| ≤ 4; break; end if

9: Compute H(k−1)k using two-frame RANSAC estima-
tion from trajectories in Tin

T
T (k−1)k.

10: Classify all the unclassified trajectories in T (k−1)k into
Tin or Tout according to H(k−1)k.

11: end while
12: end repeat
13: Choose the set of homographies {H(i−1)i}Ni=2 from the trial

with the largest number of inliers |Tin|.
14: Compute the homography between the first and the i-th

frame recursively using {H(i−1)i}Ni=2: H1 = I3×3, Hi =
H(i−1)iHi−1, i = 2, . . . , N.

15: Output: A set of inter-image homographies {Hi}Ni=1.

2 below). Note that given an input sequence, our method
operates in an incremental manner, processing two adjacent
frames at a time. Therefore, for each trial, we maintain the
sets of trajectories which are classified as inliers and out-
liers, Tin and Tout, respectively. They are both empty at the
beginning, and expanded accordingly after processing each
image pair.
Step 1: Random sampling. Given an input sequence
of N frames {Fi}Ni=1, we form N − 1 pairs of adjacent
frames C = {(F1, F2), (F2, F3), . . . , (FN−1, FN )}. Our
algorithm starts with a randomly chosen pair in C, say
(Fi−1, Fi). Then, a putative plane model between these
two frames is generated using a random minimum subset of
samples. More precisely, 4 randomly chosen trajectories in
T (i−1)i are used to estimate a homography matrix H(i−1)i.
Then, given a fixed threshold ε, we classify each trajectory
Tj ∈ T (i−1)i into Tin or Tout by comparing the projection
error ‖xi

j −H(i−1)ix
i−1
j ‖ with ε.

Step 2: Computation of the consensus. Next, we choose
a new pair of frames which is adjacent to the previous
pair, say (Fi, Fi+1),2 and compute the set of trajectories
in T i(i+1) which have already been labeled as inliers, i.e.,
Tin

⋂
T i(i+1). These trajectories are then used as candi-

dates to estimate the homography Hi(i+1). In the ideal
case, any 4 or more samples from this set should do the job
equally well because they are all inliers. However, to en-

2The other adjacent pair is (Fi−2, Fi−1). We do not make any prefer-
ence among these two choices.



sure the estimation quality in the presence of image noise,
we generate a small number of model hypotheses and select
the one with the largest number of inliers. We repeat this
step for each pair of adjacent frames, until all the frames
are processed or there are not enough inliers to proceed.
Selection of the best model. After repeating Steps 1 and 2
for enough times, the plane model (i.e., a set of homogra-
phies) estimated from the trial with the largest total number
of inliers across the entire sequence is kept as the output.

We summarize the complete procedure as Algorithm 1.
The only parameter for our method is the distance threshold
ε. Since our goal is to detect those large scene planes, we
find that a fixed value ε = 4 (pixels) works well enough in
practice. Figure 3 shows an example of the detected plane
(the ground) in the “Beach” sequence by TRASAC. As one
can see, the plane detected by our method is consistent de-
spite large number of outliers in certain frames.

4. Plane-Based Self-Calibration

In this section, we discuss how to self-calibrate a camera
using only the set of homographies H = {Hi}Ni=1 induced
by a scene plane. We assume the camera to have a zero pixel
skew and known aspect ratio, which is true for most modern
digital cameras. We also assume that the principal point co-
incides with the image center, as the error introduced by this
approximation is normally well within the region of con-
vergence of the subsequent nonlinear optimization. As a
result, the self-calibration problem is reduced to finding the
focal length for each frame. Inspired by the work of [7],
we propose to enumerate the inherently bounded space of
focal lengths and examine the tentative metric reconstruc-
tion produced by each sample. In the rest of this section,
we first describe our method for the constant focal length
case in details. Then we will show how to generalize this
method to handle varying focal length.

4.1. Self-Calibration with Constant Focal Length

Our self-calibration method is based on two important
observations. First, if the focal length f (or equivalently
the matrix K) is given, then there are at most two physi-
cally possible solutions for a decomposition of any H into
parameters {R, t̃,n} where t̃ = t/d (see e.g. [10]). Sec-
ond, the space of possible values of f is inherently bounded
by the finiteness of the acquisition devices. We assume
f ∈ [0.3f0, 3f0] where f0 is defined as the sum of half
width and half height of the image and propose the follow-
ing two-stage method:

1. Given a guess on f , compute the plane normal n from
the homography induced by any two frames.3 This

3In this paper, we always choose the homography HN between the first
frame and the last frame for computing n.
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Figure 4. (a) Score C as a function of f for the “Beach” sequence.
It is minimized at the true focal length. (b) Reconstruction result.

yields at most two physically possible normals. For
each n, estimate {Ri, t̃i}Ni=2 for all cameras.

2. Enumerate the space of focal length (a subset of R)
and score each focal length f based on how well the
recovered structure and motion parameters fit the ho-
mographies.

The best solution is then obtained according to the scores.
We now elaborate each step in details.
Planar homography decomposition. Given an estimate
for the focal length, we can compute the Euclidean ho-
mography matrix as: Ĥi = K−1HiK. Ĥi is related to
{Ri, t̃i,n} as follows:

Ĥi = λi(Ri + t̃in
T ). (3)

It turns out that there are only four solutions for decompos-
ing Ĥi to {Ri, t̃i,n}. The positive depth constraint can be
imposed to reduce the number of physically possible solu-
tions to two. We refer the reader to [10] for more details.
Estimation of the focal length. As mentioned before,
our self-calibration algorithm determines the focal length
f by enumerating all of its possible values and check-
ing how well the resulting camera parameters {Ri, t̃i}Ni=2

and plane normal n fit the homographies {Ĥi}Ni=2 where
Ĥi = K−1HiK. Once a set of parameters are obtained
for a given f , there are several ways to score them. In this
paper, we adopt the cost function used in [11], which com-
pares the normalized difference of the two non-zero singular
values σ1

i and σ2
i (σ1

i ≥ σ2
i ) of the matrix Ĥin̂:

C =

NX
i=2

σ1
i − σ2

i

σ1
i

. (4)

The computational complexity of our self-calibration al-
gorithm is linear in the number of samples of f . Figure 4(a)
shows a plot of the score as a function of focal length for
the “Beach” sequence. As one can see, the correct focal
length can be easily determined as the minimizing point on
the curve. Once the camera is calibrated, the camera motion
and scene points can be recovered as shown in Figure 4(b).

4.2. Handling Varying Focal Length

Our method can be easily generalized to handle the vary-
ing focal length case. Instead of sampling f ∈ R, we sam-
ple all possible values of (f1, fN ) ∈ R2 (the first and last



Figure 5. Snapshots of several testing sequences. From top to bottom: “Seashore”, “Street”, “Shallow Sea”, “Wall”, “Office Desk” and
“Lonely Hippo”.

cameras are chosen for convenience) and compute the plane
normal n as described before. Compared to the constant
focal length case, the extra work required is to compute the
focal length for other images f2, . . . , fN−1. We note that
K−1

i HiK1 has to preserve the length of any vectors inside
the subspace perpendicular to n (see details in [10]). Let
u,v be two unit vectors in that subspace, the length con-
straint dictates

‖K−1
i HiK1v‖2 = ‖K−1

i HiK1u‖2. (5)

Equation (5) is a linear equation in f2
i which can be easily

solved to obtain fi.

5. Optimal Structure and Motion Recovery
With a good initialization of all parameters, we solve the

global optimization problem (2) using an alternating algo-
rithm. On one hand, given the labeling {Sk}Pk=0, (2) be-
comes:

min f(xj ,Ki, Ri, ti,nk, dk)

=
P∑

k=1

∑
j∈Sk

qj∑
i=pj

‖xi
j −Ki(Ri + tin

T
k /dk)K−1

1 xj‖2,

which can be solved via the Levenberg-Marquardt (LM)
method. On the other hand, given the structure and mo-
tion parameters, we can update the index sets {Sk}Pk=0. For
the trajectory Tj , let

fj(k) =
qj∑

i=pj

‖xi
j −Ki(Ri + tin

T
k /dk)K−1

1 xj‖2,

we assign Tj to class k∗ using the following rule:

k∗ =
{

0 if mink fj(k) > (qj − pj + 1)η2

arg mink fj(k) otherwise

Full 3D reconstruction. To recover the full 3D structure,
we back-project all the points on the plane to obtain their 3D
positions. In addition, we can triangulate the positions of
the off-the-plane points. We employ the standard 3D bundle
adjustment to get the optimal estimates of all structure and
motion parameters.

6. Experiments
We have tested our algorithm on more than 50 video se-

quences captured by a variety of cameras. These sequences
cover a wide range of scenes with one or more large planes,
from both natural and indoor/outdoor man-made environ-
ments. In the section, we report the reconstruction results of
our method on several representative examples, which are
shown in Figure 5. In terms of speed, for a typical sequence
such as “Beach” with 660 frames, our system chooses 44
keyframes and reconstructs 1479 3D points, which takes
about 50 seconds on a desktop PC with Intel Xeon 2.67GHz
CPU and 24GB memory.

To better understand the reconstruction quality and the
advantage of our method, we further compare our method
against one of the state-of-the-art general-purpose SFM sys-
tem, ACTS [21]. We have also tested Bundler [18] and
Voodoo Camera Tracker4 on these sequences. However,

4www.digilab.uni-hannover.de/docs/manual.html



Figure 6. Some augmented images of the “Beach” sequence using
the reconstruction result obtained by our method.

(a) Seashore (b) Street
Figure 7. Some reconstruction results of our method.

Bundler is designed for unordered large-baseline images
and computes point correspondences between each pair of
images, hence is very inefficient for our purpose. Also, it as-
sumes known camera intrinsic parameters. For Voodoo, we
found that its performance is generally worse than ACTS.
Therefore, in the interest of space, we do not report their
results in the paper.

According to the performance of ACTS, we roughly par-
tition the test sequences into two categories. The first cate-
gory consists of planar scenes with no or little 3D structure
throughout the entire sequence, whereas the second cate-
gory contains videos with certain 3D structure in at least a
fraction of the frames (e.g., the “Beach” and “Office Desk”
sequences). As expected, while sequences in the first cat-
egory are considered easy to our method, ACTS performs
poorly on them, generating incomplete or obviously wrong
results. For the second category, ACTS is able to obtain rea-
sonable solutions, thanks to its ability to detect key frames
with enough 3D structures for initialization. For these se-
quences, we further demonstrate the reconstruction quality
of our method by inserting virtual objects to the videos.
The “Beach” sequence. This is a representative example
with both large dynamic foreground (sea waves, running
people) and planar scene structure (Figure 3). We have al-
ready seen the reconstruction result of our method in Fig-
ure 4(b). Here, we further examine the reconstruction result
of our method by augmenting the video with a synthetic ob-
ject. As one can see in Figure 6, the castle in our result
remains firmly registered to the scene, implying the recon-
struction by our method is very accurate.

(a) our method (b) ACTS
Figure 8. Comparison of reconstruction results. First row: The
“Shallow Sea” sequence. Second row: The “Wall” sequence.

The “Seashore” sequence. This sequence is taken by an
aerial camera moving forward along the seashore. Because
the scene is completely flat, ACTS crashes on this exam-
ple. The reconstruction result of our method is shown in
Figure 7(a).
The “Street” sequence. This is an example of planar scene
in man-made environments with dynamic foregrounds (i.e.,
cars). The planar structure and camera motion are easily ob-
tained by our method, as shown in Figure 7(b), while ACTS
generates completely wrong result.
The “Shallow Sea” sequence. This is another example
of a planar scene with large dynamic foreground (i.e., the
clouds). In this sequence the camera is smoothly moving
forward, which is correctly recovered by our method, as
shown in Figure 8. However, ACTS fails in this case possi-
bly due to lack of static 3D structure in the scene.
The “Wall” sequence. We use this somewhat extreme ex-
ample to test the ability of both systems in handling multiple
planes. As one can see in Figure 8, the structure recovered
by our system is very accurate, with a clean right angle be-
tween the two walls. In contrast, ACTS generates incorrect
structure in this case.
The “Office Desk” sequence. This scene also contains two
large planes, the desk and the computer monitor. In addi-
tion, as one can see in Figure 9, the synthetic object in our
method’s augmented video remains very steady throughout
the sequence. This further evidences the advantage of us-
ing information encoded by scene planes for accurate re-
construction.
The “Lonely Hippo” sequence. Lastly, we test our method
on a sequence with a smoothly zooming-out camera. It is
very challenging in that the focal length changes by a factor
of 8 between the first frame and the last frame. Figure 10
shows the estimated focal lengths as well as the reconstruc-
tion result by our method, verifying its effectiveness in han-
dling varying focal length.



Figure 9. Reconstruction results of the “Office Desk” sequence.
First row: Two views of the result of our method. Second row:
Augmented frames by our method.
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Figure 10. The “Lonely Hippo” sequence with varying focal
length. Left: Estimated focal lengths. Right: Reconstruction re-
sult.

7. Conclusion

In this paper, we have proposed a novel and complete
SFM system which produces very accurate reconstruction
result by directly analyzing the geometry information en-
coded by large scene planes. The system consists of two
main components, namely, a new method to detect and track
the planes consistently across the entire sequence and an ef-
ficient multiple-view self-calibration algorithm based on the
homographies induced by the scene plane. We show that
by taking advantage of the presence of planar structures in
the scene, our method avoids the difficulties of conventional
SFM techniques in handling plane degeneracy and dynamic
foreground, hence highly complements those techniques in
processing real-world commercial and consumer videos.
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